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Inter-annotator agreement 

level Precision(B:A) Recall(B:A) F1 

entity mention 90.4 54.5 67.5 

clause 84.1 83.3 83.6 

degree of subjectivity is manageable 
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• annotations match if same type & overlapping span 
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(differs for each column, 
TAC 2011) 

(System 1) 

0.34 
(System 16) 

0.23 
(System 21) 

1.30 
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• compare rankings with TAC 2011 rankings 
• draw conclusions about strengths/weaknesses of systems 
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Annotation Scheme: Overview 

• pronouns without antecedents 

• indefinite NPs with a previous mention 

• … 

entity 
mention level 

• ungrammatical sentences 

• no semantic relatedness 

• … 

clause level 
(sentence, phrase, 

sequence of tokens) 



Performance of the G-Flow 
summarization system 

• G-Flow system: Christensen et al. (NAACL 2013): Towards Coherent 
Multi-Document Summarization 

• system incorporates coherence information into sentence extraction  

• marked 50 summaries provided on the web site of the authors 
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System Entity mention level Clause level All LQV types 

Best TAC system 
(differs for each column, 
TAC 2011) 

(System 1) 

0.34 
(System 16) 

0.23 
(System 21) 

1.30 

G-Flow (DUC 2004 data) 0.30 0.20 0.50 

G-Flow succeeds in producing more 
coherent / readable summaries 
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Taylor‘s attorney could not be reached 
for comment Friday night. 
 

And the person who cooperates first 
gets the biggest reward. 


