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Habituality

episodic:a particular event
habitual: generalization over situations,

exceptions are tolerated

lexical aspectual class + aspectual transformations

(temporal) function of clause in discourse

Clausal aspect Lexical aspectual class

property of verb in context
dynamic: event, activity
drink, swim, forget
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N e similar: Xue & Zhang (2014) ’ stative: states, properties
o == like, be, own
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lexically

stative and other static

clauses: a three-way distinction

IS nhecessary.

to lexical aspectual class and to

other aspectyag| transformat;j

ons. ‘

Use aspectual distinctions to improve

models of temporal discourse structure
[Costa & Branco 2012]




